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Abstract—There are 87.2% of the Muslim population in Indonesia, which makes Indonesia one of the countries with the largest Muslim 

population in the world. As a Muslim, it is supposed to carry out and stay away from the commands that Allah SWT commands, one 

of which is in QS. Al-maidah:3, one of the commands in the verse is not to consume haram food such as pork. Even so, it turns out that 

many traders in Indonesia still cheat to get more significant profits, namely by counterfeiting beef and pork. The lack of public 

knowledge supports this situation to differentiate between the two types of meat. Therefore, the classification process is used to 

distinguish the two kinds of meat using the convolutional neural network approach with VGG16 with several preprocessing stages. Two 

primary stages are used during the preprocessing stage: scaling and contrast enhancement. The VGG16 algorithm gets very good results 

by getting an accuracy value of 99.6% of the test results using 4,500 images for training data and 500 images for testing data. To 

compare the effectiveness of these techniques, it is recommended to use alternative CNN architectures, such as mobilNet, ResNet, and 

GoogleNet. More investigation is also required to gather more varied datasets, enabling the ultimate goal to achieve the best possible 

categorization, even when using cell phone cameras or with dim or fuzzy photos. 
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I. INTRODUCTION

Indonesia is one of the countries with the largest Muslim 

populations in the world. A significant majority of its people 
are Muslim, making up a notable portion of the global Muslim 

population [1], [2]. This makes it essential to conduct strict 

supervision of food and or food ingredients by looking at their 

quality and halalness [3]. Beef is a commodity of high 

economic value in Indonesia. Since 2013-2023, the level of 

meat consumption in Indonesia has increased, but the 

production capacity has not been able to keep up with the beef 

consumption of the people in Indonesia. This causes a gap 

between production and consumption and makes beef prices 

relatively high [4]. 

According to a 2022 study on the halal status of a popular 

Indonesian food product made from beef, samples collected 
from various regions revealed that 22 out of 36 tested food 

samples contained pig DNA [5], [6]. The falsification is rarely 

realized by the public because when seen with the naked eye, 

beef disguised and mixed with pork looks the same, especially 

when seen by ordinary consumers. Of course, it makes people 

anxious, especially Indonesian people who are predominantly 

Muslim and forbidden to consume pork, so there is a need for 

a system that can identify pork and beef. 

The purpose of this research is to build a system that can 

recognize and distinguish pork and beef by implementing 

deep learning approaches and methods. This will overcome 

counterfeiting caused by the public's ignorance of the 

difference between the two types of meat. 
Currently, computer vision technology continues to 

experience rapid development [7], [8], [9], [10]. This positive 

development can create a system that recognizes and 

distinguishes between beef and pork images. Using Deep 

Learning, which has excellent capabilities in the field of 

computer vision, such as in the case of object classification in 

an image using the Deep Learning method, namely 

Convolutional Neural Network) [7], [10], [11]. Convolutional 

Neural Network (CNN) is an algorithm that has developed 

significantly in the case of image classification [12], [13], 

object detection, image segmentation, and object localization. 
In 2012, an architecture from the development of CNN won 

the ImageNet competition on image classification and 

detection, where there are millions of image data and dozens 

of classes [14], [15], [16], [17]. The victory obtained by the 
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AlexNet architecture was then followed by the presence of 

other architectures or models of CNN, one of which is Visual 

Geometry Group 16 (VGG16) [16], [18]. 

Visual Geometry Group 16 (VGG16) is a model of CNN 

development that uses convolutional layers with a small 

convolutional filter specification (3x3) [13], [19], [20]. With 

this convolutional filter value, the depth of the neural network 

can be increased with more convolutional layers. The VGG16 

model has 19 layers consisting of 16 convolutional layers and 

3 fully-connected layers [3], [21]. 
However, this research is focused on implementing a 

convolutional neural network approach using VGG16 with 

color and texture feature extraction to recognize and 

distinguish red meat images or images, whereas this research 

uses beef images and pork images. The development method 

used in this research is to use CRISP-DM, a standardization 

in the data mining process for general problem-solving 

strategies. CRISP-DM consists of several phases, namely, 

business understanding, data understanding, data 

preparation, modeling, evaluation, and deployment. 

II. MATERIALS AND METHOD 

A. Related Works 

Convolutional Neural Networks (CNNs) have been 

investigated in a number of recent studies as a means of 

accurately classifying images of beef and pork. These 

techniques use a variety of CNN architectures, including 

Keras-based custom models, EfficientNet-B1, and 

MobileNetV2, to train deep learning models on meat images. 

To improve performance, the studies also used strategies like 

data augmentation and regularization. CNNs have the 
potential to be useful tools for automated meat classification, 

especially in the context of halal verification and food fraud 

detection, as evidenced by reported accuracy levels ranging 

from 92% to 98% [22], [23], [24]. 

As for research using the VGG16 architecture, which uses 

X-ray images to detect weld defects, traditionally, checking 

for defects must be done by skilled technicians, which takes 

much time and is greatly influenced by many factors. In this 

study, the data used is 3,000 x-ray image data of welding 

defects, which get a fairly high accuracy of 97.6% [25].  

Moreover, a Deep Convolutional Neural Network is used for 
beef and port image classification. It is evaluated with a 

variety of training and testing data and different epoch values; 

the highest accuracy is 95.2% [26]. 

B. Meat Image in the Perspective of Image Processing 

Meat is composed of very small fibers of animal muscle; 

connective tissue unites these fibers, which are elongated cells, 

and then forms bundles of bonds, which in most meats are 

visible fat blood vessels and veins. Whereas texture in meat is 

a function of the size of the bundles and into which the 
perimysial septa of the connective weave divide the veins in 

the meat longitudinally, such as large diatere which are veins 

in meat arranged in a rough pattern, have a large degree of 

postnatal growth, as well as small fibers that have small 

growth [27], [28], [29]. 

Digital image processing (PCD) is a discipline in which it 

studies techniques for processing an image. The image in 

question is a still image (photo) or video obtained from a 

webcam. What is meant by digital is image processing on 

images that are done digitally by utilizing the use of 

computers [30]. Some digital image processing methods used 

in the preprocessing stage in this study are contrast 

enhancement and image resizing. 

Contrast Enhancement is a method to improve image 

quality by increasing the contrast value contained in the mind 

so that the noise contained in the image is not excessive and 

makes the image appear clearer. Resizing is a method of 

changing the resolution or horizontal and vertical size of an 
image. Several types of algorithms are used for the resizing 

process, one of which is Lanczos interpolation. This method 

uses the 8 nearest pixels and assigns new pixels by taking the 

average of their weight values. 

C. Convolutional Neural Network and VGG16 

Convolutional Neural Network (CNN) is a type of neural 

network that consists of several layers, namely, convolutional 

layer, pooling layer, and connected layer. Convolution will 
produce a linear transformation of the input data according to the 

spatial information in the data. The weights in the layer specify 

the convolution kernel used, allowing the convolution kernel to 

be trained based on the input to the CNN [31], [32], [33].  

Visual Geometry Group 16 (VGG16) uses convolutional 

layers with a filter value.  Because it uses convolutional layers 

of this size, the depth of the neural network can be added with 

more convolutional layers. The addition of these layers makes 

this model more accurate than previous CNN models [20], 

[31], [34], [35], [36]. VGG16 has 13 convolutional layers and 

3 fully connected. The architecture of VGG16 can be seen in 

the Figure below [37]: 
 

 
Fig. 1  Architecture of VGG16 

D. Confusion Matrix 

Confusion Matrix is a method used to perform calculations 

to obtain accurate results on data mining concepts. Confusion 

Matrix is also used to assess how the performance of a model 

has been made. The four terms above are also very important 

to provide information from the classification results because 

the classification results cannot be seen with just one number. 

E. Proposed Method 

Problem analysis is used to solve or get the best solution. 

To solve the problem in this study, the solution that can be 

used is to use the VGG16 algorithm to classify beef and pork 

images. This image classification process can provide 

information to users to distinguish beef and pork that have 

been classified into two meat labels, namely beef and pork. 

Color and texture are used to distinguish the two types of meat. 
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These two parameters were chosen because this research uses 

a way to visually distinguish meat by looking at color and 

texture. As for the difference between the color and texture of 

the two types of meat, as quoted on the CNN Indonesia web 

page, beef has a color that tends to be pale when compared to 

meat. Besides, when viewed in terms of texture, beef has a 

texture that is more on and stiff, in contrast to pork, which has 

a soft texture and is easily stretched. The architecture of this 

research can be seen in the Figure below: 

 

 
Fig. 2  The architecture of Proposed System 

 

The Figure above is an overview of the architecture design 

of the system, it can be explained that after the data is inputted, 

the first stage is that the data is entered into the pre-processing 
process before being entered into the classification process. 

Pre-processing consists of two stages; the first is resizing 

using the Lanczos interpolation method available in the 

Python image library. This process is used to meet the needs 

of a system that only accepts input with a size of 224x224 

pixels. After the data is resized, it enters the second stage, 

namely contrast enhancement. This stage is used to add 

contrast to the image data so that it makes the image look 

clearer. After the data passes the preprocessing stage, then the 

data enters the Classification stage. In this stage, the VGG16 

algorithm is used to classify data into two predetermined 

labels; the 2 labels are pork and beef labels. Then, the last 
stage of the system will produce output in the form of 

classification results from the VGG16 algorithm, which will 

be in the form of a beef or pork label. 

The total number of images was 5,000, with two labels, 

beef, and pork, which amounted to 2,500 images each. The 

beef parts taken were tenderloin, sirloin, and chuck. 

Meanwhile, the pork that was taken was pork thigh meat. In 

addition, it was obtained using a digital microscope with a 

magnification of about 20x to 200x captured with a 2MP 

camera, as illustrated in Figure 3.   

 

 
Fig. 3  Dataset collection process 

 

Based on the process in Fig. 3, the datasets involved in this 

study were obtained. Some of them are presented in Table 1 

below: 

TABLE I 

INVOLVED DATA 

No. Images Class 

1 

 

Pork 

2 

 

Pork 

3 

 

Pork 

4 

 

Pork 

5 

 

Pork 

6 

 

Beef 

7 

 

Beef 

8 

 

Beef 
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No. Images Class 

9 

 

Beef 

10 

 

Beef 

 
Image preprocessing is one of the stages used to improve 

the image for processing in the next stage. The preprocessing 

that will be carried out in this study consists of 2 stages, 

namely resizing and contrast enhancement. The first stage 

carried out in preprocessing is resizing, which changes an 

image's resolution or horizontal and vertical size. This process 

meets the system's needs because the algorithm used in this 

study accepts input images with a size of 224x224 pixels. 

This process is carried out using Lanczos interpolation, 

which uses the 8 closest pixels and assigns new pixels by 

taking the average of their weight values. The resizing process 
is represented in the Figure below. 

 
Fig.4  Illustration of resizing an image of 8x8 pixels to 2x2 pixels 

 

Fig. 4 above is the process of resizing the image from 8x8 

pixels to 2x2 pixels, and taking the average value of the 8 

nearest pixels, the value of each new pixel is obtained as 

follows: 

P1 =  (111 + 112 + 113 + 114 + 118 + 117 + 116

+ 115 + 119 + 110 + 120 + 121 + 125

+ 124 + 123 + 122)/8 = 235  

P2 =  (126 + 127 + 128 + 129 + 130 + 131 + 132

+ 133 + 137 + 136 + 135 + 134 + 138

+ 139 + 140 + 142)/8 = 267 

P3 =  (126 + 127 + 128 + 129 + 130 + 131 + 132
+ 133 + 137 + 136 + 135 + 134 + 138

+ 139 + 140 + 142)/8 = 267 

P1 =  (111 + 112 + 113 + 114 + 118 + 117 + 116

+ 115 + 119 + 110 + 120 + 121 + 125

+ 124 + 123 + 122)/8 = 235 

The next stage is the contrast enhancement process using 

PIL (Python Image Library), which aims to make the colors 

and textures in the image data clearer and make the noise in 
the image not excessive. The value (C) in this process is set at 

2.0. the calculation process in this process uses (1) below: 

 � =  
��� (�����)

��� (�����)
 (1) 

The implementation of (1) results in the value of the 

contrast correction factor (F), which is detailed in the 

calculation results below: 

� =  
259 (� + 255)

255 (259 − �)
 

� =  
259 (2 + 255)

255 (259 − 2)
 

� =
66563

65535
 

� = 1.016 

The value of F is stored in float data type so the algorithm 

can work properly. After the F value is obtained, contrast 

enhancement is performed on the red, green, and blue layers. 

The following equation shows how to set contrast 

enhancement. 

 �� = � ( � − 128) + 128 (2) 

 �� = � ( � − 128) + 128 (3) 

 �� = � ( � − 128) + 128 (4) 

The contrast enhancement calculation process is 

represented by pixels that have RGB values (140,130,130), 

using the equation above, the results obtained are as follows: 
 

�� =  F (R −  128) +  128  

�� =  1.016 (140 −  128)  +  128 

�� =  1.016 (12)  +  128 

�� =  141 

�� =  F (G −  128) +  128  

�� =  1.016 (130 −  128)  +  128 

�� =  1.016 (2)  +  128 

�� =  131 

�� =  F (B −  128) +  128  

�� =  1.016 (130 −  128)  +  128 

�� =  1.016 (2)  +  128 

�� =  131 

 

Then, the result of the RGB value after the contrast 

enhancement process from the original RGB (140,130,130) 

becomes RGB (141,131,131). This calculation is also done 

for images that have been previously resized to 250 x 250 

pixels. Figure 4 below shows a beef image that has passed the 

image enhancement process. 
 

 
(a) 

 
(b) 

Fig. 5 (a) Image before the contrast enhancement process (b) image after 

contrast enhancement process 
 

This research uses the VGG16 (Visual Geometry Group 16) 
algorithm to create a model that can recognize and classify an 

image. VGG16 is an algorithm that can recognize and classify 

a 2-dimensional object in the form of an image into a label 

that has been previously determined; in this study, the labels 

used are beef and pork labels. By using convolutional layers 

(3x3) stacked to increase the network, the Vgg16 architecture 

comprises 13 convolutional layers, 3 fully connected layers, 

and 4 pooling layers. This research uses SoftMax as the 

activation function and then uses the RMSprop optimizer with 
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the conditions (lr=0.001, rho= 0.9, momentum=0.0, 

epsilon=le-07), and the batch size value used is the default 

value of 32. 

III. RESULT AND DISCUSSION 

The testing process was run using 10 scenarios consisting 

of two main parts: epoch value variants and data variants. In 
testing the epoch value variant, 5 scenarios are used by giving 

different epoch values, namely 10, 20, 30, 40, and 50, by using 

a data ratio of 60% or as many as 3,000 images for training 

data and 40% or 2,000 images for testing data. The results of 

testing using epoch values can be seen in Table 2 below: 

TABLE II 

PRECISION AND RECALL RESULTS FROM VARIANT EPOCH TESTING  

Epoch 
Precision 

Avg 
Recall 

Avg 
Beef Pork Beef Pork 

10 0.974 0.977 0.975 0.974 0.977 0.975 

20 0.993 0.949 0.971 0.947 0.994 0.970 

30 0.980 0.980 0.980 0.980 0.981 0.980 

40 0.978 0.984 0.981 0.985 0.978 0.981 

50 0.987 0.978 0.979 0.978 0.988 0.983 

 

Based on Table 2, the average precision value at each 

epoch is stable, with a value above 0.900, as well as the 

average recall value, which is obtained with an average value 

above 0.970 for each class. Other elements, namely accuracy 

and f1-score, are described in Table 3. 

TABLE III 

ACCURACY AND F1-SCORE RESULTS FROM VARIANT EPOCH TESTING 

Epoch 
Accuracy 

Avg 
F1-Score 

Avg 
Beef Pork Beef Pork 

10 0.974 0.977 0.975 0.974 0.975 0.974 

20 0.947 0.994 0.970 0.969 0.970 0.969 

30 0.980 0.981 0.980 0.980 0.98 0.980 

40 0.985 0.978 0.981 0.981 0.980 0.980 

50 0.978 0.988 0.983 0.982 0.983 0.982 

 

On the other elements, namely accuracy and f1-score, the 

5 different epochs show that the average epoch value for both 

classes is above 0.900, as described in Table 3. 

 
Fig. 6  Graph of the results of the accuracy value in each experiment variant 

epoch value 

Based on Tables 2 and 3, represented in Figure 6, it can be 

seen that the accuracy value generated from the VGG16 

algorithm by testing 5 times using different epoch values 

obtained the highest accuracy with a value of 98.3% on the 

trial epoch value of 50 By using different epoch variants, the 

model has not been able to increase the accuracy value 

significantly. The results of testing 5 times with different 
epoch values could only increase accuracy by 0.8%. So 

another experiment is needed to determine other factors 

affecting the accuracy value. 

Other tests were carried out, using 5 scenarios with 

different data variants between training and testing data with 

an epoch value of 50, while the data comparison used is 90:10 

(training data 4,500, data testing 500), 80:20 (training data 

4,000, data testing 1,000), 70:30 (training data 3,500, data 

testing 1,500), 60:40 (training data 3,000, data testing 2,000), 

50:50 (training data 2,500, data testing 2,500). The results of 

the precision and recall elements are described in the Table 

below. 

TABLE IV 

PRECISION AND RECALL RESULTS FROM VARIANT EPOCH TESTING 

Training & 

Testing 

Composition 

Precision 

Avg 

Recall 

Avg 
Beef Pork Beef Pork 

90:10 1.000 0.992 0.996 0.992 1.000 0.994 

80:20 0.997 0.990 0.993 0.990 0.998 0.994 

70:30 0.981 0.981 0.981 0.981 0.981 0.981 

60:40 0.987 0.978 0.979 0.978 0.988 0.983 

50:50 0.986 0.979 0.982 0.979 0.986 0.982 

 
In the Table above, it is explained that epoch 50 results in 

average precision and recall values for both classes are only 

slightly different from 90:10 to 50:50. The accuracy and f1-

score elements are explained in the Table below: 

TABLE V 

ACCURACY RESULTS AND F1-SCORE BY VARIANT EPOCH TESTING 

Training & 

Testing 

Composition 

Accuracy 

Avg 

F1-Score 

Avg 
Beef Pork Beef Pork 

90:10 0.992 1.000 0.996 0.993 0.993 0.993 

80:20 0.990 0.998 0.994 0.993 0.994 0.993 

70:30 0.981 0.981 0.981 0.981 0.981 0.981 

60:40 0.974 0.977 0.975 0.981 0.983 0.982 

50:50 0.979 0.986 0.982 0.982 0.983 0.982 

 

Table 5 explains the accuracy and f1-score values for each 

variation of training data and testing data. The average 

accuracy and f1-score value for each class is slightly different 

in each scenario. 

 

 
Fig. 7  Graph of accuracy value results on each data variant experiment 

 

As presented in Tables 4 and 5, several experiments using 

variants on different training and testing data, namely with a 

ratio of 90:10, 80:20, 70:30, 60:40, 50:50, the results of this 

experiment get a fairly high accuracy rate of 0.996 or 99.6% 

obtained from the results of data experiments with a ratio of 

90:10 (90% or as many as 4,500 images for training data and 

10% or as many as 500 images as testing data). The accuracy 

generated from this test is high enough for using the VGG16 

algorithm. This test proves that the amount of training and 
testing data influences accuracy. It finds that the higher the 
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composition of training data to test data, the higher the 

accuracy value. Moreover, the VGG16 algorithm recognizes 

and classifies beef and pork images well. 

IV. CONCLUSION 

This study uses a development method approach from 

CNN, namely the Visual Geometry Group 16 (VGG16) 
method. The proposed method can recognize and distinguish 

beef and pork images very well, with the highest accuracy 

value of 99.6% obtained from the results of a 90:10 data ratio 

or as many as 4,500 images used for training data and 500 

images used for testing data with an epoch value of 50. The 

factors that influence the results of this test are the large 

amount of train data, besides the balanced distribution of data 

between cattle and pork labels. The irregular distribution of 

train and test data will result in unbalanced data distribution 

for the two labels so that the model can learn the data well; 

besides that, it is known that many or few epoch values do not 
affect the accuracy value in the training process. For further 

work, we suggest using other CNN architectures to compare 

the performance of these methods, such as mobilNet, ResNet 

and GoogleNet. In addition, further research is needed to 

obtain more diverse datasets so that the final target can 

perform optimal classification, even using cell phone cameras 

or with faint or blurry images. 
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