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Abstract— Pneumonia is an inflammation or chronic 

infection of lung tissue caused by various microorganisms, 

including parasites, viruses, and bacteria, as well as physical 

damage to the lungs and exposure to chemicals. The method 

used to calculate predictions uses the CART (Classification and 

Regression Trees) algorithm. The model is then implemented 

into a website-based prediction system. The purpose of this 

study was to determine the implementation of the CART 

algorithm to determine pneumonia and to determine the 

accuracy of the CART algorithm in predicting pneumonia. The 

average accuracy of the results of this study led to an accuracy 

value of 94%, r-square 87%, precision 95%, recall 94%, and f-

1 score 94% of the total dataset of 283. The results of this study 

get the best r-square on the 5th test with an accuracy of 85%. 

Keywords— CART, classification and regression tree, 

machine learning, pneumonia, prediction system.  

I. INTRODUCTION 

Pneumonia is an inflammation or chronic infection of the 
lung tissue caused by various microorganisms, including 
parasites, viruses, bacteria, physical damage to the lungs, or 
exposure to chemicals. This pneumonia disease can attack 
children, adolescents, and adults, but cases in toddlers and the 
elderly are more common. Pneumonia affects more than 450 
million people every year and is often found in developing 
countries. According to Riset Kesehatan Dasar (Riskesdas, 
Basic Health Research) data in 2018, the prevalence of 
pneumonia based on the diagnosis of health workers was 
around 2%, while in 2013, it was 1.8% [1]. In addition, 
according to data from the Ministry of Health in 2014, the 
number of pneumonia sufferers in Indonesia in 2013 ranged 
from 23%-27%, and deaths from pneumonia were 1.19%. In 
2010 in Indonesia, pneumonia was included in the top 10 
hospitalizations with a CFR (crude mortality rate) or a 
specific mortality rate at a particular time period in which the 
number of cases was 7.6%. According to the Indonesian 
Health Profile, pneumonia causes 15% of under-five deaths, 
which is around 922,000 children under five in 2015. From 
2015 to 2018, confirmed cases of pneumonia in children 
under five years old increased by about 500,000 per year, 
reaching 505,331 patients, with 425 patients dying.  

Jakarta Health Office estimates 43,309 cases of 
pneumonia in children under five during 2019 [2]. Symptoms 
caused by this disease are coughing or difficulty breathing, 
such as rapid breathing and pulling in the chest wall. It is 
essential to early detection of pneumonia so that we can 
overcome and prevent this disease. 

Several studies have been conducted using the CART 
algorithm before, such as that studied by Pungkas Subarkah, 
who compared the performance of the CART and Naïve 
Bayes algorithms which obtained CART results 76.93% 
higher than the results of the Naïve Bayes algorithm 73.75% 
[3]. Research conducted by Ulfa Khaira using the CART 
algorithm has an accuracy of 84% [4]. Moreover, research 
conducted by Ria Dhea Layla Nur using the CART algorithm 
has an accuracy of 92.9% [5]. Another research used CART 
to predict cervical cancer [6], to classify malaria complication 
[7], to predict self-efficacy and risk of persistent shoulder pain 
[8], and to predict coronary artery disease [9] that proven can 
perform well. 

Based on the description above, it can be seen that the 
CART algorithm has classification results that have good 
accuracy compared to other algorithms. The CART algorithm 
has several advantages, including it being easier to interpret 
and the calculations being faster and more accurate. The 
CART algorithm is an algorithm that can be applied to large 
amounts of data with many variables and through binary 
selection procedures [10]. Based on this description, this study 
aims to predict pneumonia by using the CART algorithm in 
an effort to detect the disease early. 

II. RESEARCH METHOD 

This study uses the CART (Classification and Regression 
Tree) algorithm to predict Pneumonia. CART is a method or 
algorithm of the decision tree methodology, which is one of 
the data exploration strategies [11], [12]. The CART 
algorithm performs classification, referring to grouping with 
a binary decision tree model that is illustrated in Figure. In 
Figure 2 is the CART algorithm used in building a decision 
tree model to predict Pneumonia disease. 

 



 
Fig. 1. Decision Tree Model 

 

 
Fig. 2. Flowchart of the CART algorithm to predict pneumonia disease 

 
In this study, using data obtained from the Limbangan 

Community Health Center, with the data collected is medical 
record data for pneumonia patients in 2019 with a total of 283 
patients. In predicting pneumonia disease, symptom 
determinants are used, namely coughing with phlegm, body 
heat or fever, lack of appetite, weakness and weakness, 
respiratory frequency 18-20 times/minute, severe shortness 
of breath, cyanosis (bluing), chest wall indrawing, breathing 
nostrils and respiratory rate 24-30 breaths/minute. Prediction 
results will be categorized into three categories, namely no 
pneumonia, mild pneumonia, and severe pneumonia. 

This study began by collecting data on pneumonia 
patients, which was then continued with the data selection 
stage. At this stage, several variables were intuitively selected 
from the pneumonia patient data to be used for two things, 
namely: variables to predict and predictive target variables. 
The symptom variable is selected to be used to make 
predictions, and the predictive target variable will use the 
status variable. For other variables such as village variables, 
population, pneumonia estimates, age, and gender were not 
used. 

The next stage is data preparation. This study used 283 
pneumonia patient data obtained from the UPT Puskesmas 
(Community Health Center, Integrated Service Unit) 

Limbangan. Of the 283 data from Limbangan residents, 75% 
of the data will be used as training data, and 25% will be used 
as test data. So, the amount of the division is 212 data as 
training data and 71 data as test data. The training data serves 
to form a decision tree, while the test data is data to test the 
built model. 

Next is modeling activity. To make the model using the 
Classification and Regression Trees algorithm. From 
previous studies, this algorithm was able to obtain good 
accuracy. Therefore, this algorithm was chosen to predict 
pneumonia. Figure 3 presents the pseudocode of the CART 
algorithm to illustrate the decision tree. The classification 
process that has been carried out to predict pneumonia will 
be evaluated using a confusion matrix. The data in this 
confusion matrix is test data, totaling 71 data with 21 decision 
tree rules that have been formed. 

 

 
Fig. 3. Pseudocode CART algorithm 

III. RESULT AND DISCUSSION 

Based on the CART algorithm, the classification of data 
sets as candidates for left and right branches are determined. 
The data consists of several symptoms of pneumonia, namely 
coughing up phlegm, body heat or fever, decreased appetite, 
weak body, respiratory frequency 18-20 times/minute, severe 
shortness of breath, cyanosis (bluish), chest wall traction, 
nostril breathing, respiratory frequency 24 - 30 times/minute. 
Table I is the result of dividing the data for each candidate for 
the left and right branches. There are three labels: no 
symptoms, symptoms (low level), and severe symptoms 

(high level). 

TABLE I.  RESULT OF DIVIDING THE DATA FOR EACH CANDIDATE 

FOR THE LEFT AND RIGHT BRANCHES 

No. Left & Right Branch Candidate  
1. L: Cough with phlegm 

R: Cough with phlegm 
2. L: Body heat or fever 

R: Body heat or fever 
3. L: Decreased appetite  

R: Decreased appetite  
4. L: Weak body  

R: Weak body  
5. L: Respiratory rate 18 – 20 x / minute  

R: Respiratory rate 18 – 20 x / minute  
6. L: Severe shortness of breath  

R: Severe shortness of breath  
7. L: Cyanosis (bluish)  

R: Cyanosis (bluish)  
8. L: Chest wall traction  

R: Chest wall traction  
9. L: Nostril breathing  

R: Nostril breathing  
10. L: Respiratory rate 24 - 30 x / minute  

R: Respiratory rate 24 - 30 x / minute  



 
To form a decision tree based on each predetermined 

branch candidate can be calculated using the equation (1), in 

which Φ��|�� in prediction, �� is candidate left branch of the 

decision node, ��  is candidate right branch of the decision 

node, 	�  is a number of data records on candidate left branch 

��  divided by total number of data records, and 	�  is a 

number of data records on candidate left branch �� divided 
by total number of data records. 
 

Φ��|�� 
 2	�	� ∑ |	�
|��� �
� ��������
��� 	�
|���| (1) 

 
The overall data used in this study were 283 data on 

patients with pneumonia symptoms. From this data, 75% was 
taken to be used as training data. The number of distributions 
is 212 data as training data. The total symptoms of cough with 

phlegm are 85, for the training data 212, so that the 	�  = 

85/212 or 	�  = 0.4009. The total did not get cough with 

phlegm 127, for the training data 212, so that the 	�  = 

127/212 or 	�  = 0.5990. Furthermore, it is calculated that 

	�
|��� for the unaffected status is 7 out of 85, so that 	�
|��� 

= 7/85. For mild status there are 39 out of 85, so 	�
|��� = 

39/85. For weight status there are 39 out of 85, so 	�
|��� = 

39/85. Then calculated 	�
|���  for the unaffected status, 

there are 51 out of 127, so 	�
|��� = 51/127. For light status 

there are 40 out of 127, so 	�
|��� = 40/127. For weight 

status there are 36 out of 127, so 	�
|��� = 36/127. From 

equation 3.1 we get Φ��|�� = | 0.0823-0.4015 | + | 0.4588 – 
0.3149 | + | 0.4588 – 0.2834 | = 0.6385. From equation (1), 

the value Φ��|�� = 2 * 0.4009 * 0.5990 * 0.6385 = 0.3066. 
Calculations were performed for all data sets. Based on the 
results of calculations on the entire data, the largest value 
obtained is candidate no. 8, namely "Chest wall traction", so 
the decision tree of iteration 1 CART algorithm is shown in 
Figure 4.  

 

Fig. 4. First iteration decision tree 

The total symptoms of cough with phlegm are 60, 

while the total data is now 150, so that 	�  = 60/150 or 	�  = 
0.4. The total was not exposed to cough with phlegm 90, for 

the training data was 150 so that the 	� = 90/150 or 	� = 0.6. 

Furthermore, it is calculated that 	�
|��� for the unaffected 

status is 7 out of 60, so 	�
|��� = 7/60. For mild status there 

are 39 out of 60, so 	�
|��� = 39/60. For weight status there 

are 14 out of 60, so 	�
|��� = 14/60. Then calculated 	�
|��� 

for the unaffected status, there are 44 out of 90, so 	�
|��� = 

44/90. For mild states there are 40 out of 90, so 	�
|��� = 

40/90. For weight status there are 6 out of 90, so 	�
|��� = 

6/90. From equation (1) we get Φ��|�� = | 0.117-0.49 | + | 
0.65 – 0.4444 | + | 0.2333 – 0.07 | = 0.7419. From equation 

3.2, the value Φ��|�� = 2 * 0.4 * 0.6 * 0.7419 = 0.3561. The 
results of calculations are carried out for all 150 data sets. 
From the results of these calculations, the largest value is 
candidate no. 10, namely "Respiratory rate 24 - 30 x / 
minute", so that the decision tree of the 2nd iteration CART 
algorithm is formed as shown in Figure 5. If all branch value 
calculations are completed, then the CART algorithm tree is 
formed, as shown in Figure 6. Left branch is “No” and right 
branch is “Yes”. 

 

 
Fig. 5. Second iteration decision tree 

 
Fig. 6. Complete decision tree model



The next stage is evaluation, the evaluation process uses 
the confusion matrix method, namely the table used to 
determine the performance of a classification model. The data 
in this confusion matrix is test data, totaling 71 data with 21 
decision tree rules that have been formed. The test was 
carried out five times with a comparison of the first test data 
to the fifth test, as follows [55:45, 60:40, 80:20, 70:30, 
75:25]. Based on the results of the tests carried out, the 
following results were obtained. Table II presents the result 
of experiments with splitting data scenarios. Then, Table III 
provides summary of experiment result using confusion 
matrix.  

TABLE II.  SPLIT TEST RESULTS 

Split Data Precision 

55:45 

 
60:40 

 
80:20 

 
70:30 

 
75:25 

 

TABLE III.  SUMMARY OF CONFUSION MATRIX TEST RESULTS 

Split Data Precision Recall Accuracy R-Square 

55:45 0.99 0.99 0.98 0.91 

60:40 0.98 0.98 0.98 0.89 

80:20 0.98 0.98 0.98 0.89 

70:30 0.98 0.98 0.98 0.86 

75:25 0.99 0.99 0.99 0.92 

Average 0.984 0.984 0.982 0.89 

 

 

CONCLUSION 

Based on the final project research entitled 
"Implementation of the CART (Classification and Regression 
Trees) Algorithm to Predict Pneumonia Disease" it can be 
concluded that the implementation of the CART 
(Classification and Regression Trees) algorithm as a 
classification method in the system in predicting pneumonia 
has been applied and can predict outcomes into 3 classes, 
namely no symptom, low-level symptom and high-level 
symptom. The best model is using 75% training data and 25% 
testing data with an r-square accuracy value of 92%. The 
accuracy of the CART (Classification and Regression Trees) 
algorithm in predicting pneumonia has an average accuracy 
value of 98.2%, r-square 86%, precision 95%, recall 98.4% 
from all experiment scenarios. For further research, it is 
necessary to try other methods or algorithms that can support 
the level of accuracy of the prediction results, add training data 
that must be reproduced again so that the accuracy of 
predicting the recovery of pneumonia patients can increase, 
and more data are needed that represent all the possibility of 
pneumonia cases so that the learning system is better. 
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