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Abstract—Korean cosmetics occupy the position as the best
and most favorite cosmetics in Indonesia with a user percentage
of 46.6%, beating domestic cosmetics with 34.1%.
Unfortunately, Hangeul's writing on Korean cosmetic
kaging often confuses the contents of the cosmetics. In fact,
as a country with the most significant Muslim majority in the
world, Indonesian people are required to use everything halal.,
A halal detection application for Korean cosmetic compositions
was created by implementing the Convolutional Neural
Network. The test results show that the application can detect
material doubts with an accuracy rate of 95.56 %. This indicates
that the Korean cosmetic halal detection application is in a
suitable category.
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L INTRODUCTION

Korean Cosmetics is the best and most favorite cosmetics
inIndonesia. It is proven by the percentage of 46.6% of users,
beating Indonesian cosmetics with a portion of 34.1 [1].
Unfortunately, this consumption pattern is not supported by
awareness of the ingredients in the cosmetics used. Only
0.1% of millennial women check the label/information about
the composition of the beauty products they buy. Most
teenagers under 18 pay more attention to price than the safety
and ha]ﬁss of the cosmetic products they buy [1].

In Indonesia, the country with the largest Muslim
population in the world [2], Halal regulations for cosmetic
products has beenfffdkulated since 2013 by the Indonesian
Ulema Council in the MUI Fatwa No. 26 concerning Halal
Standards for Cosmetic Products and Their Use. In the fatwa,
it is written that every Muslim must use cosmetics made from
halal and holy fields [3].

Although customers can know the halal standards and
ingredients for cosmetic products, this is still difficult for
Korean cosmetic products that use the Korean language and
writing (Hangeul). Difficulties in understanding foreign
languages can certainly be solved by utilizing technology.
Many methods can be used to recognize letters or characters,
including the Neural Network. This Neural Network method
represents human nerves that learn something to achieve high
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accuracy [4][5]. One of the developments of this Neural
Network is the Convolutional Neural Network which can
process two-dimensional data to process image data or
images [4].

In previous studies, the Convolutional Neural Network
has been used for various purposes, for example, detection of
compositions on non-halal food packaging [6], facial skin
type classification [7], age group classification from face
image [8], extraction of recipes from food images [9], et
cetera. In terms of the use of foreign language writing, CNN
is used to recognize signs in various foreign languages, [10]-
[16], and Japanese characters (Hiragana, Katakana, and
Kanji) with an accuracy of up to 96.2% with cross-validation
reaching 86% [4]. In addition, in 2015, a study successfully
applied the Convolutional Neural Network to recognize
Chinese handwriting with an accuracy of 96.35% [17].
Therefore, Convolutional Neural Network is the proper
method to identify Korean writing (Hangeul). This study
aims to create an applice to detect the halal composition
of Korean cosmetics using the Convolutional Neural
Network. Furthermore, the application was tested to
determine the accuracy level of CNN in detecting doubttul,
haram, and halal materials.

22
?Cmrmiuﬁonai Neural Network

One of the derivatives of the Neural Network, Whis
the development of the Multilayer Perception method, 1s the
Convolutional Neural Network (CNN). CNN is widely used
for processing grid-shaped data such fghMligital images
because it has a high network depth and 1s included in the
Deep Neural Network [4]. The name convolutional comes
from the lincar mathematical operation, the convolution

operation. This convolution operation is used at least once on
each CNN layer [18].

IL METHODOLOGY

CNN can be used in classifying labeled data using the
supervised learning method. In supervised learning, there are
training data and target variables where eacff}ata will be
grouped and targeted to the existing data [19]. Convolutional
Neural Networks use three main architectures: local receptive
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ge]ds, shared weight in the form of filters, and spatial
subsampling in the form of a pooling [19]. The name
convolution comes from the operation of linear algebra,
which becomes a layer in CNN, namely the convolution
layer. The convolution layer works by multiplying the matrix
of the filter on the image to be processed [20] (see Fig. 1).

l L ~af—n ) —wierens

INPUT CONNOLUNGN . MILU  FOGUING  CONVOLUTON + NILU  POOUNG s

FEATURE LEARNING CLASSINCATION

Fig. 1. CNN Architecture

The following are the layers or layers in the

Convolutional Neural Network [21]-[23].

1). B’(mmiulwn Layer

The convolutional layer is the layer that is the core of this
CNN. In this layer, the image will be represented in the filter
matrix and multiplied by each other. This filter has a length,
width, and thickness, which are then initialized to a value
where this value becomes a parameter that will be updated in
the learning/training process [24]. The convolution process
represents the image in a box with a specific value. In the box,
there is a kernel indicating the convoluted value. This kernel
will move from top left to bottom right (Fig. 2) [20].
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Fig. 2. Convolutional layer progass

Thi s convolution layer is a linear transformation of the
input data. The result has[Eweight that specifies the kernels
in the convolution layer so that the kernel can be trained
based on the input to the CNN.

2).  Pooling Layer

The next layer is the pooling layer. This layer aims to
reduce the results of the previous layer by reducingBilk
number of parameters using down-sampling operations. The
max-pooling 1B&hod is a popular method in applying the
pooling layer. Max-pooling is used to take the highest value
from the output convolutional layer which is divided into
several grids (Fig. 3).

Fig. 3. Max-pooling on pooling layer

Signal will be greater when the grid is large. This layer is
applied to each convolutional layer so that it can respond to
any changes in the previous layer and increase the spatial
abstractness.

3).  Fully Connected Layer

To be classified, the data must first be processed using the
Fully Connected Layer method that appliesf{ulti-Layer
Perception. A fully Connected Layer allows all activation
neurons from the previous layer to be connected to the next

layer.

B. Non-halal and doubtful cosmetic ingredients

Basically, the problem with non-halal cosmetic
ingredients lies in their origin (human or non-halal animal)
and the "unclean" status of these ingredients. So from various
cosmetic ingredients, the following are non-halal ingredients
and doubtful (doubtful) [3]. The list of ingredients for non-
halal products can be seen in Table 1.

TABLE . HARAM AND DOUBTFUL COSMETIC INGREDIENTS

N 1 dierts Y
! IR e Product Description
Name
Lipstick,
lip balm, Materials become haram if they
perfume, come from humans or haram
1 Placenta face cream, | animals. It is permissible if it
lotion, bath | comes from halal animals
s0ap, through childbirth.
powder
Protein is found in human hair
. . and soybeans. It becomes haram
2 Keratin Hair dye and soy "
if it comes from human hair or
haram animal protein.
Solvent .
. Haram because it comes from
. active o
3 Albumin . human serum to be precise in
cosmetic
- . human blood.
ingredients
Moisturizer . . .
o It is a protective fluid for the
Amniotic , shampoo, e
4 . fetus. Haram if it comes from
Fluid scalp care . -
humans or animals, is haram.
products.
Body soap.
lotion, - .
Is a derivative of animal fat,
SLNSCreen,
linstick plant, propylene gas, or
5 Glycerin pstick, microbial products (synthetic).
moisturizer o
. Haram if it comes from haram
, mask, lip .
animal fat.
gloss,
toothpaste
Is a connective tissue found in
Moisturizer | the skin of humans, pigs, goats,
Collagen and pes. g
6 ; . hand & cows, etc. Haram if it comes
Elastin N A .
body lotion | from humans or animals, is
haram.
Allantoin and
its derivatives
Aluminum
{ Deodorant, L
Chlorhydoxy anti-imitant Found in living fetuses, dog
Allantoinante . urine, wheat germ, earthworms,
. for babies, 3
. Aluminum PR and other organic components. [f
7 B moisturizin .
dihydroxy the material comes from humans
Allantoinante | & or animals, then the law is
. toothpaste,
. Allantoinate Shampoo haram.
N Acetyl DL | Shamp
Methionine,
elc.)
. - Found in eye fluid and fetus.
Hyaluronic Whitening n ey
8 - Haram if it comes from humans
Acid cream .
and animals, are haram.
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C. eargﬁfsimr Matrix

Confusion Matrix is a method used to measure the work
of Machine Learning. This method compares the
classification results from the application with the actual
ER:ssification. The results of this method are represented in 4
types, namely True Positive (TP), True Negative (TN), False
Positive (FP), and False Negative (FN) [25] as shown in Fig.
4[25].
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Fig. Confusion Matrix Representation

11 RESULT
The implementation stage is where the application is built
according to the design. In developing applications for the
detection of halal Korean cosmetics, there are three
implementation processes: dataset implementation, CNN
algorithm implementation, and interface implementation.

A. Dataset Implementation 7

The dataset is a collection of data used during the model
training process. The data is in the form of images of Korean
cosmetic ingredients/composition pieces in jpg format, The
total data collected is 900 images consisting of 9 classes of
doubtful material. Each class has 100 images which are
contained in a folder with the folder name according to the
name of the subject matter of the class. Table II below is a
breakdown of the class and the amount of data used.

No Ingredients I .’\'am.'e 0"’_— . Image Example Amount
b ngredients in
Name af Data
Korean
Sodium ASsolg=
=
8 Hyaluronaie N LEBIOIYRRYI0IE, 100
2EUE
9 Arginine oé' Il H |, 100

B. Precision Test Result

Precision testing is an algorithm test using test data that
has been split when creating the dataset. This test is carried
out after the model has been trained. This test aims to validate
the training results' correctness and the maximum level of
accuracy obtained. This test is carried out in each class to
measure the algorithm’s precision in predicting each class.
The following is a test table for each class.

TABLE III. TESTING FOR THE INGREDIENT ALLANTOIN
No Img.e ‘ Prediction result Accuracy Result
Dataset
1 Allantoin 0.9911972 Right
2 ggf-i- Xanthan Gum 1.9997435 Wrong
3 Allantoin 0.9979227 Right
4 I Allantoin 0.9976618 Right
5 YRE, Allantoin 09983827 Right
s | PECEl Allantoin 0.9879749 Right
7| gesw Allantoin 099725014 Right
8 el Allantoin 0.9978654 Right
9 el Allantoin 09934006 Right
10 | w=Eq Allantoin 0.9976101 Right

TABLE IL. CLASS DETAILS AND AMOUNT OF DATA
No Ingredients I Nﬂ:.le ’;f . Image Example Amount
Name ”g;zr::n " of Data
1 Glycenn EELIE 100
ST MR,
Niacinamid Lt o|opA|LtO}
2 e Loloprlojojols, 100
o=
3 Alfantoin otEtE ol gpiEol 100
Ethyl hexyl [WELER]
4 glveerin 100
Mg
Hydrolyzed st0|EE2t0]
5 Collagen SPI=E2A0IREE2RM, 100
Ec 3z
Polysorbate 2| A~=Ho
(10, 20, 0, | =EE=Hl iy
LI E (10, 20, 60, geltevolE] 100
50)
7 | Xanthan HEE e, 100
Gum

From the data above, the following information is
obtained:

Number of correct (TP)=9
Number of errors (TN) =1
Total data = 10
Then the level of precision/precision algorithm in
detecting the doubtful material Allantoin is as follows.
precition = % X 100% = 90%

The following is a test table for the Arginine class/material in
Table IV below.

TABLE IV. TESTING FOR THE INGREDIENT ARGININE
Ne image Prediction result Accaracy Result
Dataset
1| R, Arginine 082758003 |  Right
2 2R, Arginine 0.937198% Right
3| Arginine 0.59215444 Right
4 o, Hydrolyzed Collagen 08404101 Wrong
5 Ny Arginine 0.8315795 Right
6 A Arginine 0.9993988 Right
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Ne Image Prediction result Accuracy Result Ne Image Dataset Prediction Accuracy Result
Dataset result
7 Ay Arginine 0.98720807 Right 1| BeiMR, Glycerin 09803774 | Right
8 I Arginine 0.80537516 Right 2 Foroe Glycerin 09850916 | Right
9 YR Hydrolyzed Collagen 07876047 Wrong 3 Glycerin 0.99663264 Right
w | [EEE Arginine 0.82758003 Right + | Bl Glycerin 0.5912468 | Right
s | e Glycerin 0.96999985 | Right
From the data above, the following information is 6 F21ME, Glycerin 09781351 Right
obtained:

7 | Be Glycerin 09895275 | Right

- Correct number (TP) =7
3 | SN Glycerin | 094521165 | Right

- Number of errors (TN) =2
- Total data (TP+TN) =9
Then the level of accuracy of the algorithm in detecting
Arginine doubtful materials is as follows.
7
precision = 7% 100% = 77,7778%

The following is a test table for the EthylHexylGlycerin
class/material in Table V as follow.

TABLEV. TESTING FOR THE INGREDIENT
ETHyL HEXYLGLYCERIN
No Image Dataset Prediction Aecuracy Result
result
Susaiv T mm, Ethylhexylg "
1| ciEsugEeMe, Iyeerin 0.999999 Right
Iyeerin
3 = Ethylhexylg .
3 LopRiEagedR lycerin 099999917 | Right
" x Ethylhexylg .
33 1 )
4 Ol Aatkal o, Iyeerin 0.9994729 Right
o Ethylhexylg .
3 o HAgRIMY, lycerin 0.9999988 Right
6 ayapF e Ethylhexylg | 0999995 | Right
Iyeerin
7 | sequzune Ethylhexylg 1.0 Right
Iyeerin
8 | nguazage Ethylhexylg 1.0 Right
Iyeerin
9 agoryman Ethylhexylg | 0999999 | Right
Iyeerin
10 ofl o 41 ¢ il Elh)"hl‘_"}"g 1.0 Right
Iyeerin
11| =reewsgeee Ethylhexylg | 9999099 Right
Iyeerin
12 | clEgasey Ethylhexylg 1.0 Right
Iyeerin

From the data above, the following information is
obtained:

- Correct number (TP) =12
- Number of errors (TN) =0
- Total data (TP+TN) =12
Then the accuracy level of the algorithm in detecting
doubtful materials Ethylhexylglycerin is as follows.
precision = % % 100% = 100%

Table V1 is the test results for the Glycerin class/material.

TABLE VL TESTING FOR THE INGREDIENT GLYCERIN

From the data above, the following information is
obtained:

- Total correct (TP)=8
- Number of errors (TN) =0
- Total data (TP+TN)=R
Then the level of accuracy of the algorithm in detecting
the doubtful material Glycerin is as follows.
precision = gx 100% = 100%

The following is a test table for the class/material of
Hydrolyzed Collagen in Table VII below.

TABLE VIL TESTING FOR THE INGREDIENT f{ YDROLYZED
COLLAGEN
No Image Dataset Predition Accuracy Result
result
t
% . Hydrolyzed .
[ =y KEZIM
1 0|ICg2l0| X2 Z2 M Collagen 0.9990678 Right
T ey = Hydrolyzed .
c xE
2 SI0|SHA0IZEAE, . Collagen 0.99997485 | Right
Hydrolyzed .
3 sojlcEoECER Collagen 0.9999863 Right
4 “8i0|S BAUES A, Hydrolyzed |, 09730746 | Right
Collagen
5 Zzjo|==Zep Hydrolyzed | 5510115 Right
' - ! Collagen
¢ | CEEEE | Mrdeobzed 10005007 | Right
Collagen
] <= =" Hydrolyzed .
7 slo|=Eajo|2E Bl Collagen 0.99996984 | Right
Hydrolyzed .
[ = X C.
8 SOIEEZOIEEFI, Collagen 0.99992645 | Right
3 Hydrolyzed N
9 LIS SUES Y Collagen 0.9996718 Right
10 | oroismesossgery - Hydolzed | 901595 | pight
. Collagen

10
precision = 10 X 100% = 100%

The following is a test table for the Niacinamide
class/material in Table VIII below.

TABLE VIIIL. TESTING FOR THE INGREDIENT NI4 CIMIDE
No Image Dataset Prediction Accuracy Result
result
1|, Uoplojools, N'“'Fam'd 099930704 | Right
Niacinarmd .
2| LopRDRRE, N 09996182 | Right
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Ne Image Dataset Prediction Acenracy Result
result
3 LtojoFA0tOL0| 2, N“‘“":“m'd 09997949 Right
4 Lojopiofojols Nia“i‘;“mid 0.9998691 | Right
5 LIOIOAILIONOIE Niacinamid | 9606546 Right
c
6 | uoomusos Niacinamid |~ 0999455 | Right
7 L 0|C N'““'E““"d 0.9992181 Right
g LiojopriofololE, N'““?“"'d 009998487 Right

9
precision = 3 X 100% = 100%

The following is a test table for the Polysorbate
class/material in Table IX below.

TABLE IX. TESTING FOR THE INGREDIENT POLYSORBATE
No Tmage Dataset Pr::i::.:;m Accuracy Result
1 Polysorbate 0.9986094 Right
2 Polysorbate 0.9999957 Right
3 Polysorbate 0.9999985 Right
4 Polysorbate 0.99909857 Right
5 BRSNS Polysorbate 0.9999684 Right
[ W=EH0IE Polysorbate 1.0 Right
7 EEEET ) Polysorbate 1.0 Right
¥ Felt2ulolE Polysorbate 0.9999807 Right
9 el amupe|= Polysorbate 0.9999903 Right
10 ik Polysorbate 0.9999976 Right

10
precision = 0 x 100% = 100%

The following is a test table for the class/material of
Sodium Hyaluronate in Table X below.

No | fmage Dataset Prediction result Accuracy Result
Kanthan Gum 0.9987534 Right
Xanthan Gum 0.99999213 Right
Nanthan Gum 0.9999968 Right
Xanthan Gum 0.9999995 Right
Xanthan Gum 0.99998736 Right
Xanthan Gum 0.9999821 Right
Xanthan Gum 0.9996784 Right
Kanthan Gum 0.99999464 Right
9 il g Kanthan Gum 0.9999963 Right
10 uwy Xanthan Gum 0.9996275 Right
11 pal ok Xanthan Gum 0.9999981 Right

11
precision = T 100% = 100%

From all the precision test results in each class, it can be taken
the average of the precision values as follows.

means

90+ 77,7778+ 100 + 100 + 100 + 100 + 100 + 100 + 100
- 9

= 96,4 198%

C. Recall Test Result

Recall testing is an algorithm testing with halal or
doubtful criteria. This test is carried out by entering the data
of halal ingredients per the LPPOM MUI Decree. The
application will assess the accuracy of the input, if it is less
than 0.59 in any class then the material is categorized as halal
material. This is determined by referring to the minimum
value of accuracy obtained when testing precision using test
data.

The data used is an image of pieces of halal material with
a total of 50 images. Furthermore, the level of accuracy is
calculated using the Recall formula in the confusion matrix
method. The following is a table of the results of tests on the
application. Table XII show the recall test result.

TABLE X TESTING FOR THE INGREDIENT SODIUM
HYALURONATE TABLE XIL RECALLTEST RESULT
No Prediction Aecuracy No Prediction
m Image Dataset result Result Ingredients Name Image Rt
peet E it ie T [ Aloe Barhadensis : . i
1| ABSPREH0E Hyaluronate | 09044179 | Right ot o WD IUT, Syubhat
T — Sodium . ~Hoxamod
2 2 80| F2 140} Hyaluronate | 099846673 | Right 2 1.2- Hexanediol 12-8NC)8, Syubhat
e Sodinm : 3 Acrylate
2 CaE ;
3| AntlolgR2dlolE Hyaluronate | 099839526 | Right Copolymer F22lfMETEE|H, | Syubhat
Y Sodium . 4 Butylethyglycol 5
4 LESOfLR290)8 Hyaluronate | 0997H48H | Right HERIZ20|2, Syubhat
Sodium . 5 C13-14 Isoparaffin 1 AGTATIE 1 .
5 2ol YR o] E Hyaluronate | 9994719 Right C13-140|Anifal Syubhat
6 PE- ST TN N1 Sodium 0.9998222 Right & Chlorophenesin JEEHHY, Halal
Hyaluronate . -
. J— Sodium 0.0067847 Right 7 Cyclohexasiloxane AO| 2 2UMALAZA Syubhat
Hyaluronate 3 Dimeth
7 imethicone cpyaE, Halal
precision = 7 X 100% = 100% 5 Diedm EDTA
1sodmum
" . . " . . qﬂo EMQ Halal
The following is a test table for the class/material Sodium IciEfofol, -
Hyaluronate in Table XI below. 10 :fm}mhy'“"”' SOICSSAEHEBERL syubha
11 Methyl Propanediol T
TABLE X1 TESTING FOR THE INGREDIENT POLYSD HU=RECH, Halal
12 Phenoxy Ethanol HAES, Halal
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Mo Ingredients Name Image Pf;‘:‘:;;’ "
13 Poly Acrylate 13 20280\ E-13, Syubhat
14 Propylane Glycol E‘éﬂéa}dlgn Syubhat
15 Propyl Paraben P10 R Syubhat
16 Silika SEIE Syubhat
17 il;ﬁ]rrtir;:mnium M“ME, Syubhat
18 Titanium Dioxide M CIRAIO] Syubhat
19 Trethanolamine Ealmo]ﬂl_l. Syubhat
20 Cyclopentasiloxane WEEE%' Syubhat

From these tests, only 5 were categorized as halal
ingredients. Then the recall from the test is as follows.

5
[ 0/ = 250,
Recall 0 % 100% = 25%

The results of the training model process on the training
data produce an accuracy level of 0.9708 with a validation
accuracy of 0.9667 and a training loss level of 0.1337 with a
validation loss = 0.0650. The evaluation and testing of the
algorithm using test data show an accuracy level of 0.9556
with a loss of 0.2396. The results of validating doubtful
materials show the average precision of 9 classes of precision
using test data of 96.4198%. The results of testing using halal
material data show a result of 25%.

CONCLUSION

An application has been built to detect the halal
composition of Korean cosmetics. The system is created by
applying the CNN algorithm. The process of detecting the
halal ingredients of Korean cosmetics is carried out in several
stages: creating a dataset, defining the training model, the
training model stage, predicting the image, and creating the
interface. The level of system accuracy testing is at 96%. This
shows that the system can function correctly.
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