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Abstract—Automatic Guided Vehicle (AVG) Robot is a Kind of
maobile robot. This robot serves to transport goods from one place
to a certain place. One type of robot that is currently being
developed and researched is the multi robot. This robot is more
focused in terms of communication between robots, so that the
robots will not collide with each other. Inits implementation, multi-
robots differentiate from each other by communicating using
camera sensors, so that image processing will be carried out. In this
study, an Artificial Neural Network (ANN) model will be
implemented which can differentiate between two robots. There
are six input which are R1L, R1SR, R1SL, R2Ls, R2SR and R2 SL.
The number of data sets entered is 300 data which is divided into
225 train data and 75 test data. TRERctivation used are RelU and
Softmax. The optimizer used is the Adam optimizer with alearning
rate of 0.003, epoch used 50 with a batch size of 25, The result shows
that the accuracy of the ANN model was 96%.

Keywords—Robot, AGV, ANN, Sensor.

I. INTRODUCTION

Robot AGV is a type of mobile robot. This robot runs based
on a predetermined path. This AGV robot was made with the
aim of developing industrial technology, especially in Indonesia
[8]. This robot serves to transport goods from one place to a
certain place. One type of robot that is currently being
developed and researched is the multi-robot type. This type of
robot is more focused in terms of communication between
robots. The purpose of this communication is so that the robots
do not collide with each other [1][5][4].

Research on AGV and multi robots have also been carried
out in studies namely a discussion of robot control and position
detection [2][3][9][10][12]. In research [10], the AGV robot
moves by detecting landmarks that are placed on the roof. Then
the robot camera will detect the landmark to determine the
position of the robot's movement direction. Whereas in research
[2] and [5] communication between multi AGV robots has been
made. Communication is done by sending sensor data from the
distance detection between the robots. When the sensor detects
another sensor, the motor speed will decrease [6][7].
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The difference with the research that will be carried out is
by using an inverted camera sensor system that can direction and
type of robot, will use the image processing method by using an
ANN model approach. The robot will be designed with a
differentiator on the chassis to make it easier to distinguish one
robot from another [ 11]. ANN designs will be created using an
online software calfEjgoogle collaboration with data sets stored
on google drive. Based on the follo background, it is
necessary to make a study with the title "ANN Design Model to
recognize the direction of the multi-robot AGV".

II.  ANN MODEL FOR ROBOT POSITION

CLASSIFICATION
A. ghitificial Neural Network
Artificial Neural Network Artificial (ANN) is an

information processinfitechnique or approach that is inspired by
the workings of the biological nervous system, especially in
human brain cells in processing information. The key element
of this technique is the structure of the information processing
system which is unique and varied for each application. Neural
Network consists of many information processing elements
(neurons) connected and working together to solve a particular
problem, which is generally a classification or prediction
problem B3

How the Neural Network works can be analogous to how
humans learn by using examples or what is called supervised
learning. A Neural Network is configured for specific
applications, such as pattern recognition or data classification,
and then refined through the learning process. The learning
process that occurs in a biological system involves adjusting the
synaptic connections that exist between ons, in the case of
the Neural Network the adjustment of synaptic connections
between neurons is done by adjusting the weight values that
exist for each connectivity from input, neuron and output.
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Fig. 1. Artificial Neural Network

Neural Networks process information based on how the
human br: rks. This Neural Network consists of a large
number of elements that are connected to each other and work
in parallel to solve a particular problem. On the other hand,
conventional computers use a cognitive approach to solving
problems; where the way to manage the problem must be known
in advance to then be made into several small structured
problems. These instructions then become a computer program
and then into machine code that can be executed by the
computer.

B. Robot detection system model

In this study, the camera was stored on the ceiling to make
detection easier. The camera used is a webcam-type camera.
The robot used is a prototype AGV robot with an L293D motor
driver. Each robot will be given a red and blue marker to
distinguishrobot 1 fromrobot 2. Data processing will be carried
out on the PC and orders will be sent to the robot using the
communication module.

| ceiling, |

UsB Cable

e f Laptap

Robot 2

Hobot1

Fig. 2. Design detection system

The camera sensor is mounted on the ceiling. The camera is
connected to the controller using a USB cable. While the
distance between the camera and the robot is about 2 meters.

C. ANN model system design
In this research, the input for the ANN design is 6 inputs, 3
base layers and 3 outputs. Input consists of R1L, RISR, RI1SL,
R2L, R2SR dan R2SL. ANNERMesign for classifying the
position of the robot can be seen in Fig. 3.
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Fig. 3. ANN model system design

D. Data Set and Data Learning

Input as many as 6 witha data set of 300 images. Each input
has 50 images. The picture was taken using a smartphone
camera. The camera position is fixed as the position when it will
be implemented. The robot is placed at a different point in each
image. After taking pictures, the next set of data will be
Ehloaded to Google Drive. an example image for the data set
can be seen in Fig. 4.

Fig. 4. Exam

After that the data set will be divided into two. Namely for
data sets and learning data. In this study, the testing data were
taken 25% of the data set. The total amount of data is 300, 225
are used for train data and 75 are used as test data. Fig. 5 is {3
source code used for train data and test data. The display of the
distribution of train data and tests is shown in Fig. 6.

amage for the data set

# perform a training and testing split, using 75% of the data for
# training and 25% for ewvaluation
(tralnX, testX, trainY, testy) =
train_test_split{np.array(data),
orint(traini.shape)
print{testX.shape)

np.array{labels), test_sizes=f.25)

Fig. 5. Data train and data test code

# perform a training and testing split, using 75% of the data for
# training and 25% for evaluation

(traind, testX, tralny, test¥) = traln_test_split(np.array(data),
np.array{labels),
test_size=@.25)
print{trainX.shape)

print{testX.shape)

(225, 224, 224, 3)
(75, 224, 224, 1)

Fig. 6. Data train and data tests

The picture above explains that line 1 is the data train line.
Where the data train is 225 with an image size 0f 224 x 224, The
number 3 means the input colour image or RGB. The second
line is the test data line. The number of test data is 75 with an
image size of 224 x 224, Number 3 means colour or RGB image
input.

E. Simulation and Result

At this stage, an ANN desiZBis made with 3 base layers.
With the optimizer useffE}dam. Adam is a popular algorithm in
the deep learning field because it achieves good results quickly.
The empirical results show that Adam performs well in practice
and does better than other stochastic optimization methods.
Learningrate used le-3 with Earlystopping patien is 5.
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Earlystopping functions to stop the iteration when the value of
val_loss does not change or there is no decrease. EarlyStopping
is used so that when the best accuracy results are obtained, the
iteration will automatically stop. The source code for the ANN
and optimizer design is as follow at Fig. 7.

# train the model using the Adsm ocptimizer
print ("[INFO] training network...™)
opt = Adam{lr=1e-3, decay=le-3 / 5@)
model .compile(loss="categorical_crossentropy”, optimizer=opt,
metrics=["accuracy™])
H = madel . fit{tralnX, tralny, valldatlon_data=(testX, testy),
epochs=56, batch_size=35 , callbacks=[es, checkpoint])

Fig. 7. Code ANN and optimizer

The epoch used is 50 with a batch size of 25. This means that
iterations will be carried out 50 times with learning per iteration
carried out every 25 data. After the train data is complete, it will
go into the next iteration up to 50 times. However, here it is
limited by early stopping so that when the learning rate has
reached the maximum value, the iteration will be stopped. In this
study, iterations were carried out up to 16 times with a learning
rate of 96%. Fig. 8 is a display of the iteration results and val
accuracy.

Epoch 88889: val_sccuracy improved from ©.93333 to 8.96(
9/9 [messcssssssnnncsnnnnnnnnnnnnn ] - 395 4s/step - lot

Epoch @8818: val_accuracy dld not improve from 8.06288
Epoch 11/5@

9/9 [messssssssssssssssmsssssnnnnsn] - 395 ds/step - lot

Epoch @8011: val_accuracy did not improve from ©.96000
Epoch 12/58
9/9 [wsssssssssssssssssnnsssnnnsnns] - 395 4s/step - los

Epoch @@@12: val_accuracy did not improve from @,.96060
Epoch 13/58@
9/9 [=eecscccccccmccsssnmmnnanananan ] - 39s 4s/step - lot

Epoch @8813: val_accuracy did not improve from ©.95800
Epoch 14/58
) S ——— ] - 39s 4s/step - lot

Epoch @8@14: val_accuracy did not improve from ©.96880
Epoch 15/58@
Y I T e |

39s 4s/step - los

Epoch @8815: val_sccuracy did not improve from @.95800

Fig. 8. Val accuracy

Comparison of accuracy between train data and test data can
be seen in Fig. 9. The blue line is the train data while the orange
color is the test data.

model accuracy

10§ |— train ——o
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epoch

Fig. 9. Model accuracy

In the graph, the accuracy can be seen in the results of the
iteration data test 1 to 6 where a wide fit occurs, while in the 6th
to 15th iterations it still has fittings butis not too big. This occurs
due to several factors such as insufficient data sets, the number
of layers or the selection of activation. Fig. 10 is the result of a
comparison of the loss values between the train data and the test
data.
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Fig. 10.  Model loss

In the loss graph, it can be seen in the results of the iteration
test data 1 to 6 there is a large loss, while in the 6th to 15th
iterations there is still loss but the loss is already small. The
smaller the loss value means the better the design. Fig.11
describes the results of the learning rate for each input and the
average of the overall learning rate.

[INFO] evaluating network...
precision recall fi-score  support
RiLurus 1.8@ 1.88 1.08 15
Ri15erongkanan 8.01 1.88 8.95 18
RiSerongkiri 1.88 8.83 9.91 12
RZLurus 1.88 1.88 1.68 11
R25erongkanan G.87 1.88 8.93 12
R25Serongkiri 1.86 §.93 8.96 14
accuracy 8.96 75
macro avg B6.96 8.96 8.96 75
weighted avg .96 9.96 8.96 75

Fig 11. Accuracy rate for each input

II. CONCLUSION

In this study, a simulation was carried out to obtain an ANN
model to determine the position direction of the AGV multi
robot. Inputs that are used as input are 6 picces, namely R1L,
RISR, RISL, R2L, R2SR dan R2SL. The number of data sets
entered is 300 data, divided into 225 train data and 75 test data.
The number of layers used is base 3 layers and 13 layers’
convolution with the ac@flion used are RelU and Softmax. The
optimizer used was the Adam optimizer with a learning rate of
0.003. epoch used 50 with a batch size of 25. The accuracy of
the ANN model made is 96%. development suggestions that can
add new data sets on outdoor conditioning or light changes. so,
when the robot can recognize indoor, outdoor areas or changes
in ambient light.

REFERENCES

[1] Marpaung, Robisman; Rusdinar, Angga; Dewanta, Favian. Metode
Komunikasi Multi Line Follower Robot Pada Kasus Obstacles Avoidance.

gthor\zed licensed use limited to: Institut Teknologi Bandung. Downloaded on April 18,2023 at 06:52:37 UTC from IEEE Xplore. Restrictions apply.




[2]

[3]
[4]

[3]

(6]

Markovié, Ivan; Chaumette, Frangois; Petrovic, Ivan. Moving Object
Detection, Tracking and Following Using an Omnidirectional Camera On
A Mobile Robot. In: 2014 IEEE International Conference On Roboiics
and Automation mr). IEEE, 2014, P. 5630-5635.
Eriyadi, Mindit. Desain Dan Implementasi Model Komunikasi Data Pada
Robotsoccer. Kurvarek, 2016, 1.1: 8.
Melita, Rahmi Agus: Bhaskoro, Susetyo Bagas; Subekti, Ruminto.
endalian Kamera Berdasarkan Deteksi Posisi Manusia Bergerak
Berbasis Multi Sensor Accelerometer Dan Gyroscope. Elkomika:
Jumal Teknik Energi Elektrik, Teknik Telekomunikasi, & Teknik
Elektronika, 2018, [0 259.
Baek, Iljoo, Et Al Real-Time Detection, Tracking, And Classification of
Moving and Stationary Objects Using Multiple Fisheye Images. In: 20/ &
IEEE .’nfefiigvnmicies Symposium (Tv). IEEE, 2018. P. 447-452.
Dewan, Ayush, Et Al. Motion-Based Detection and Tracking In 3d Lidar
Scans. In: 2016 IEEE Intemational Conference On Robotics and
Automation (Iera). IEEE, 2016. P. 45084513,

M1

[8]

9

[10]

[11]

[12]

Opipah, Sarah, Et Al. Prototype Design of Smart Home System Base On
Lora. In: 2020 6th International Conference On Wireless and Telematics
(lewr). TEEE, 2020. P. 1-5 (£

Zaki, Alwan Abdul, Et Al Modeling Wall Tracer Robot Motion Based On
Fuzzy Logic Control. In: 2020 61th International Conference On Wireless
and Telematics (lewt). IEEE, 2020. P. 1-6.

Pratiwi, Artdhita Fajar; Riyanto, Sugeng Dwi. Sistem Penentuan Lokasi
Dan Penyimpanan Barang Menggunakan Labview Dan Sensor
Ultrasonik. Jurmaofgl knologi Dan Sistem Komputer, 2017, 5.2: 75-82.

Rusdinar, Angga, Et Al Implementation of Real-Time Positioning System
Using Extended Kalman Filter And Artificial Landmark On
Ceiling. Jowrnal of Mechanical Science and Technology, 2012, 26.3: 949-
958.

Aristo, Ahmad Farhan; Suprapto, Bhakti Yudho. Sistem Dereksi Mulri-
Robot Dan Api Menggunakan Image Processing Bevbasis Algoritma Yolo.
2020. Phd Thesis. Sriwijaya University.

Mardiati, Rina. Studi Tentang Pemodelan Arus Lalu Lintas. Jumal fsiek,
2014,8.2.

gthor\zed licensed use limited to: Institut Teknologi Bandung. Downloaded on April 18,2023 at 06:52:37 UTC from IEEE Xplore. Restrictions apply.




ANN Design Model to Recognize The Direction of Multi-Robot
AGV

ORIGINALITY REPORT

20, 260

SIMILARITY INDEX INTERNET SOURCES PUBLICATIONS STUDENT PAPERS

PRIMARY SOURCES

IN Yulita, RR Julviar, A Triwahyuni, T Widiastuti. 30/
"Multichannel Electroencephalography-based ’
Emotion Recognition Using Machine
Learning", Journal of Physics: Conference
Series, 2019

Publication

Safwan Alfattani, Animesh Yadav, Halim 3
. %
Yanikomeroglu, Abbas Yongacoglu.
"Resource-Efficient HAPS-RIS Enabled Beyond-
Cell Communications", Institute of Electrical
and Electronics Engineers (IEEE), 2022

Publication

Muhammad Fasha Aqillah, Rina Mardiati, Aan 20/
Eko Setiawan. "Prototype of Robot Movement ’
Navigation System Using Pixy Camera
(CMUCAM 5)", 2022 8th International
Conference on Wireless and Telematics
(ICWT), 2022

Publication




Riefvan Achmad Masrury, Muhammad
Apriandito Arya Saputra, Andry Alamsyah,
Made Ayunda Sukma Primantari. "A
Comparative Study of Hollywood Movie
Successfulness Prediction Model", 2019 7th
International Conference on Information and
Communication Technology (IColICT), 2019

Publication

2%

Filip Tronarp, Roland Hostettler, Simo Sarkka.
" Continuous-Discrete von Mises-Fisher
Filtering on S for Reference Vector Tracking ",
2018 21st International Conference on
Information Fusion (FUSION), 2018

Publication

T

Renan Sarcinelli, Ranik Guidolini, Vinicius B.
Cardoso, Thiago M. Paixao et al. "Handling
pedestrians in self-driving cars using image
tracking and alternative path generation with
Frenét frames", Computers & Graphics, 2019

Publication

T

Shu-Yu YANG, Shun-Ming DENG, Peng-Peng
ZHAQ, Jin-Ping LI. "A visual self-positioning
method for inspection robot based on
symmetrical tangential artificial landmarks",
2018 International Conference on Security,
Pattern Analysis, and Cybernetics (SPACQ),
2018

Publication

T




Selly Oktaviani, Christy Atika Sari, Eko Hari
Rachmawanto, De Rosal Ignatius Moses
Setiadi. "Optical Character Recognition for
Hangul Character using Artificial Neural
Network", 2020 International Seminar on
Application for Technology of Information and
Communication (iSemantic), 2020

Publication

T

Rachma Dianty, Rina Mardiati, Edi Mulyana,
Dedi Supriadi. "Design of Humidity Control
with Automatic Drip Irrigation System Based
on Fuzzy Logic Using Node-RED and MQTT on
Cactus Plants", 2021 7th International
Conference on Wireless and Telematics
(ICWT), 2021

Publication

T

Tianwei Zhang, Yoshihiko Nakamura.
"Dynamic environment reconstruction using a
pitch-and-go laser scanner", Advanced
Robotics, 2019

Publication

T

Adam Ar Rosyid Aditya, Faridatun Ni'mah,
Haniah Mahmudah, Okkie Puspitorini, Nur Adi
Siswandari, Ari Wijayanti. "Detection Brake
Condition of Vehicle Using Fuzzy Logic in
Visible Light Communication”, 2020 6th
International Conference on Science in
Information Technology (ICSITech), 2020

T



Publication

Seyed Mehdi Mousavi, Ahmad Khademzadeh,
Amir Masoud Rahmani. "The role of low -
power wide - area network technologies in
Internet of Things: A systematic and
comprehensive review", International Journal
of Communication Systems, 2021

Publication

T

Irsan Taufik Ali, Abdul Muis, Riri Fitri Sari. "A
DEEP LEARNING MODEL IMPLEMENTATION
BASED ON RSSI FINGERPRINTING FOR LORA-
BASED INDOOR LOCALIZATION", EUREKA:
Physics and Engineering, 2021

Publication

T

Erwin Susanto, Junartho Halomoan, Mitsuaki
Ishitobi. "An LMI approach to output feedback
controller of neutral systems", 2014 Electrical
Power, Electronics, Communicatons, Control
and Informatics Seminar (EECCIS), 2014

Publication

T

"Computer Vision - ECCV 2018 Workshops",
Springer Science and Business Media LLC,
2019

Publication

T

"Table of Content", 2021 7th International
Conference on Wireless and Telematics
(ICWT), 2021

Publication

T




17

Lora Khaula Amifia, Mochammad Iskandar
Riansyah, Putu Duta Putra. "Design of Logistic
Transporter Robot System", Jurnal llmiah
Teknik Elektro Komputer dan Informatika,
2020

Publication

T

Mohammad Haekal Gifari, Irfan Fahmi, Ajid
Thohir, Abdullah Syafei, Rina Mardiati, EKki
Ahmad Zaki Hamidi. "Design and
Implementation of Clothesline And Air Dryer
Prototype Base on Internet of Things", 2021
7th International Conference on Wireless and
Telematics (ICWT), 2021

Publication

T

M. Riki Apriyadi, Ermatita -, Dian Palupi Rini. <1 o
"Hyperparameter Optimization of Support
Vector Regression Algorithm using
Metaheuristic Algorithm for Student
Performance Prediction", International Journal
of Advanced Computer Science and
Applications, 2023
Publication
S C Abadi, M Eriyadi, D Usman, Y M Hamdani, <1 o

A Suryadi. "Raspberry Pi based SCADA system
using Codesys for workshop facilities", IOP
Conference Series: Materials Science and
Engineering, 2021

Publication




Mochammad Zava Abbiyansyah, Fitri <1 o
Utaminingrum. "Voice Recognition on
Humanoid Robot Darwin OP Using Mel
Frequency Cepstrum Coefficients (MFCC)
Feature and Artificial Neural Networks (ANN)
Method", 2022 2nd International Conference
on Information Technology and Education
(ICIT&E), 2022

Publication

Brian Pamukti, Miftakhul Meiliana Rahmawati, <1 o
Nachwan Mufti Adriansyah. "Impact of The ’
Number of Light Emitting Diode Towards The
Accuracy in Indoor Positioning System Based
on Visible Light Communication", Jurnal
Elektronika dan Telekomunikasi, 2020

Publication

Data Mining, 2015.
Publication g <1 %
Jiayue Zhao, Yunzhong Cao, Yuanzhi Xiang. <1 o

"Pose estimation method for construction
machine based on improved AlphaPose
model", Engineering, Construction and
Architectural Management, 2022

Publication

"Software Engineering Perspectives in <1 o
Intelligent Systems", Springer Science and ’
Business Media LLC, 2020

Publication




Boyan Yuan, Nabil Belbachir. "Chapter 8 Real-
. . . <l
Time Detection of Multiple Targets from a
Moving 360$$/{\circ }$$ Panoramic Imager in
the Wild", Springer Science and Business
Media LLC, 2020

Publication

Exclude quotes Off Exclude matches Off
Exclude bibliography Off



