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Abstract. Catfish cultivation in Indonesia is a very promising business opportunity with a big
profits. Every year, market demand continues to increase. However, this is contrary with the lack
of catfish farmer’s knowledge, so that catfish yields are not optimal. This is because, for certain
types of catfish such as Sangkuriang catfish, it is easy to contract certain diseases. This study
aims to create an automated system that capable of detecting catfish disease based on its
symptoms with image recognition techniques. Early detection of catfish disease can help to find
out the causes and prevention, so that the yield remains optimally. The method that used in this
study is Principal Component Analysis (PCA) for feature extraction in images combined with
K-Nearest Neighbour (KNN) with Euclidean Distance to classify catfish diseases among others:
white spots, edema (abdominal swelling), jaundice, and bent spinal disease (scoliosis and
lordosis). Based on the results of the experiment using 30 images data for training and 20 images
data for testing, 18 image data is classified correctly. This result proves that PCA and KNN able
to detect catfish disease well with percentage of accuracy around 90%.

1. Introduction

Catfish cultivation in Indonesia is a very promising business opportunity with a big profits. Every year,
market demand continues to increase. Based on the Directorate General of Aquaculture of the Ministry
of Maritime Affairs and Fisheries, in 2017, the catfish production reached 1.8 million tons or increase
131.7% from the previous year's achievement. Moreover in several big city in Indonesia, the demand of
catfish increase up to 30% in the last 2 years [1]. However, this is contrary with the lack of catfish
farmers knowledge, so that catfish yields are not optimal [2,3]. This is because, for certain types of
catfish such as Sangkuriang catfish, it is easy to contract certain diseases [4].

In the digital era today, utilization of technology is very useful, also in Image Recognition research.
Image recognition is a process to identify and detect an object or feature that contained in digital resource
especially image and video [5-7]. There are many methods and algorithms for image segmentation,
detection, processing, and recognition, such as Data-Driven Markov Chain Monte Carlo (DDMCMC)
algorithm (8], Otsu algorithm for image segmentation [9], Canonical Correlation Analysis [10],
McCall’s method [1 1], Discrete Cosine Transform (DCT) [12,13], Discrete Wavelet Transform (DWT)
[14-16], Huffman method [12,13], and the most common image processing algorithm is Principal
Component Analysis (PCA) [5,6.8,17]. Moreover, in the development of image recognition and
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detection research, there are many data mining algorithms that are combined with image processing
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method, such as Artificial Neural Network (ANN) [18-20], K-Nearest Neighbour (KNN) [21,22], Fuzzy
C-means [15,23] and also Deep Learning (Deep Neural Network) [24-26] that popular today.

Therefore, based on the facts and problems above, this study aims to create an automated system that
capable of detecting catfish disease based on its symptoms with image recognition techniques. Early
detection of catfish disease can help to find out the causes and prevention, so that the yield remains
optimally. This system implements PCA and KNN algorithm. PCA is a common and simple algorithm
for image processing, and also can decompose a large number of variables that correlate to a small
number of uncorrelated variables, and can reduce high dimensions to lower dimensions without losing
important information on the data [27]. While, KNN is one classification algorithm that can be used
casily, effectively, and efficiently.

2. Methodology

The method that used in this study is Principal Component Analysis (PCA) for feature extraction in
images combined with K-Nearest Neighbour (KNN) with Euclidean Distance to classify catfish
diseases.

2.1. Principal Component Analysis (PCA)

The PCA represents an image in a feature vector, for example I is a matrix representation of the image
with N1xN2 characteristic vectors of image [ that obtained by stringing rows into one row vector. The
second line is arranged after the first row, followed by the third row and so on until there is only one
line. So, the dimensions of the feature vector are the number of pixels in the image, N1 and N2. The
goal is to reduce the dimensions of the feature vector. The PCA algorithm that illustrated in Figure 1
has a several steps as follow [28]:

e Normalize matrix X, with k = Xy / length (Xy), where Xy is the k-column vector of X

e Build a covariance matrix with W= XT * X

e C(alculate the eigenvalue (E) and Eigenvector (Q) from the covariance matrix W

e Sort the eigenvalues (E) and Eigenvectors (Q) of small magnitude based on the order of
eigenvalues.

e Calculate the principal component P=X* Q * E

Original Data Matrix

i

Start Take the Mean I—)[ Normalization ]—)l Compute Covariance Matrix

Compute Score Matrix |«
e

Transformed Data Matrix

Sort the Eigen Values e Calculate Eigen Vector and
in decreasing Order Eigen Value Matrix

Figure 1. PCA algorithm flowchart.

2.2. K-Nearest Neighbour (KNN)

KNN is a classification method in which there is new data that is not yet had the class. Then, the class
or the label will selected from the data for the number of k that closest to the new data [29]. The highest
class of data closest to the number of k is selected as the predicted class for the new datagil'he usual
KNN method is used by researchers as a comparison of the methods developed. Value of k is usually
determined in an odd number to avoid the appearance of the same distance in the classification process.
Figure 2 is a flowchart diagram that describes KNN algorithm. The nearest value is produced by
calculating similarity / dissimilarity distance. There are many distance metrics calculation methods,
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among others: Euclidean Distance, Square Euclidean Distance, Mahalonobis Distance, Manhattan
distance, Elastic Distance and so on [30-33]. KNN is a supervised algorithm because it uses labels or
targets in the classification process. KNN will choose training data as a reference in the process of
finding distance between data.

/ Number of Cluster K F) Define the Centroid |—>| Count Objects Distance to Centroid

‘ Start '

\

Grouping based on
Minimum Distance Value

No Object
Move Group?

Figure 2. KNN algorithm flowchart,
3. Result and discussion

3.1. Analysis of PCA algorithm

Main process of PCA is to extract image features and transform into vector matrices. Before conducting
the main process, images will be conducted pre-process, such as grey scaling, cropping, and resizing
that illustrated in Figure 3 (a) and (b). Then, based on PCA algorithm, the average of each row matrices
vector value will be counted with formula (1). Next, ZeroMeans (formula (2)), Covariant (formula (3)),
and Eigen vector value (formula (4)) will be calculated. Last process, it will be found the projection
matrix value based on Eigen vector value. This projection matrix is the result of feature extraction from
the entire image data, so that the next process that is processed is only this projection matrix which has
a much smaller size compared to the vector matrix of all previous images.

Cerity i+ .. i)
= “+x2’[n: + Xy i (l)
ZeroMean = MatricVector — MeanMatricVector (2)
o E ) (i)
C(xirxi) = m—1

A9=C0 4)

3)

(a)
Figure 3. (a) Catfish image before pre-processing; (b) Catfish image after pre-processing.

3.2. Analysis of KNN algorithm for catfish disease

Based on projection matrix value of image that resulted from PCA algorithm, KNN will classify the
image with calculate Euclidean Distance value. The result of Euclidean Distance will be reduced by the
projection matrix and the results will be squared. The catfish disease will be classified into 4 classes,
among others: white spots, edema (abdominal swelling), jaundice, and bent spinal disease (scoliosis and
lordosis).
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3.3. Experiment result

The experiment is conducted using 30 images of training data (Figure 4) and 20 images of testing data
(Figure 5). The result of experiment showed that 18 images of testing data are classified correctly and 2
image of testing data are classified in wrong class. The result of experiment is provided in Table 1.
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Figure 4. Image of catfish for training data.

Oldata2

O5datal

0ddatal

09datal (9data2

010datal 010data2

Figure 5. Image of catfish for testing data.
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Table 1. Testing result of catfish disease detection.

No Data Diseases Prediction Result Decision
1 Oldatal White Spots White Spots Correct
2 0ldata2 White Spots White Spots Bbrrect
3 02datal White Spots White Spots Correct
4 02data2 White Spots White Spots Correct
5 03datal Edema White Spots Not correct
6 03data2 Edema Edema Correct
7 O4datal Edema Edema Correct

8 O4data2 Edema Edema Correct
9 05datal Jaundice Jaundice Correct
10 05data2 Jaundice Jaundice Correct
11 O6datal Jaundice Jaundice Correct
12 0O6data2 Jaundice Edema Not correct
13 07datal Scoliosis/Lordosis Scoliosis/Lordosis Correct
14 07data2 Scoliosis/Lordosis Scoliosis/Lordosis Correct
15 08datal Scoliosis/Lordosis Scoliosis/Lordosis Correct
16 0O8data2 Scoliosis/Lordosis Scoliosis/Lordosis Correct
17  09datal Scoliosis/Lordosis Scoliosis/Lordosis Correct
18  09data2 Scoliosis/Lordosis Scoliosis/Lordosis Correct
19  0l0datal Scoliosis/Lordosis Scoliosis/Lordosis Correct
20 010data2 Scoliosis/Lordosis Scoliosis/Lordosis Correct

4. Conclusion

Early detection of disease in catfish can reduce the risk of large crop failure. This research uses the
recognition technique using PCA and KNN to classify the disease of catfish. Based on the experiment
result that has been done, in the process of extracting traits to detect the type of catfish discase that uses
the PCA (Principal Component Analysis) method in image processing, it can reduce image data that is
quite large. As well as in the classification of data it has been effective in classifying image data of
catfish. Then, in the classification process using the KNN method, it has been around 90% eftfective in
determining the type of catfish disease. For further research, not only on catfish, but can also detect
diseases that may arise in other types of fish. This can support the creation of increased yields in the
fisheries sector. And also, this research can be developed using deep leaming that popular in big data
erd.
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